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Abstract: Full-field swept-source optical coherence tomography (FF-SS-OCT) was recently
shown to allow new and exciting applications for imaging the human eye that were previously not
possible using current scanning OCT systems. However, especially when using cameras that do
not acquire data with hundreds of kHz frame rate, uncorrected phase errors due to axial motion
of the eye lead to a drastic loss in image quality of the reconstructed volumes. Here we first give a
short overview of recent advances in techniques and applications of parallelized OCT and finally
present an iterative and statistical algorithm that estimates and corrects motion-induced phase
errors in the FF-SS-OCT data. The presented algorithm is in many aspects adopted from the
phase gradient autofocus (PGA) method, which is frequently used in synthetic aperture radar
(SAR). Following this approach, the available phase errors can be estimated based on the image
information that remains in the data, and no parametrization with few degrees of freedom is
required. Consequently, the algorithm is capable of compensating even strong motion artifacts.
Efficacy of the algorithm was tested on simulated data with motion containing varying frequency
components. We show that even in strongly blurred data, the actual image information remains
intact, and the algorithm can identify the phase error and correct it. Furthermore, we use the
algorithm to compensate real phase error in FF-SS-OCT imaging of the human retina. Acquisition
rates can be reduced by a factor of three (from 60 to 20 kHz frame rate) with an image quality that
is even higher compared to uncorrected volumes recorded at the maximum acquisition rate. The
presented algorithm for axial motion correction decreases the high requirements on the camera
frame rate and thus brings FF-SS-OCT closer to clinical applications.
© 2017 Optical Society of America

OCIS codes: (110.4500) Optical coherence tomography; (100.3020) Image reconstruction-restoration.
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1. Introduction

The success of Fourier-domain optical coherence tomography (FD-OCT) over time-domain
OCT (TD-OCT) was mainly achieved by parallelized detection of depth information. Recently,
laterally parallelized FD-OCT techniques have also shown remarkable capabilities going beyond
those of scanning FD-OCT systems [2–8]. Imaging multiple lateral points at once reduces the
scanning speed or even removes the need for lateral scanning completely. By either using a
parallel spectrometer with a 2D camera or a swept laser with a 1D detector, line-field techniques
acquire entire sectional images (B-scans) in parallel [5, 9, 10]. Full parallelization is achieved
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by a rapidly tunable laser and an area camera, which captures all lateral positions of a volume
during a single wavelength sweep. This technique, which we refer to as full-field swept-source
(FF-SS) OCT in this paper, thereby provides the highest imaging speeds possible today. The
acquisition rate recently reached 39 MHz A-scan rate at 512 pixels in depth, about one order
of magnitude faster than most other high-speed OCT approaches [11]. In addition, FF-SS-OCT
records volumes that are inherently laterally phase stable, and thereby enables new applications
that were previously impossible.

First attempts to fully parallelize FD-OCT with a camera and a tunable laser were reported as
early as 2006 by Považay et al. [12]. However, due to limitations of the used laser and the camera
technology, the acquired image quality was poor, as compared to that obtained using scanning
systems. Nevertheless, it was quickly realized that FF-SS-OCT circumvents limitations imposed
by the maximum permissible exposure (MPE) when imaging retina [13] and could therefore
increase imaging speed while maintaining the sensitivity. Consequently, by using a high-speed
camera in a full-field setup, Bonin et al. first demonstrated retinal images [2].
Still, image quality in all parallelized approaches is lower compared to scanning OCT. First

introduced in holography by Leith andUpatnieks [14] and later adapted for digital holography, [15]
off-axis techniques can improve image quality when applied to parallelized OCT [5, 16]. In
particular, coherence noise and artifacts were reduced in the images, when applying the respective
off-axis filters. As an additional advantage, the off-axis reference enables full-range imaging and
thus doubles the effective measurement depth. On the downside, lateral oversampling is required
and not every camera pixel carries independent information about the sample, i.e., the number of
independent pixels in the OCT is lower than the amount of pixels of the camera.
Early on FF-SS-OCT development, the resulting fast and phase-stable acquisition that is

inherent to full-field techniques also suggested the use of holographic reconstruction techniques.
These rely on the signal phase, which is not corrupted in FF-SS-OCT by the sample motion
between A-scans. However, despite difficulties in obtaining phase stable data, algorithms for
correcting defocus and increasing the depth of focus were first demonstrated with scanning
OCT on static samples, in a technique that became known as interferometric synthetic aperture
microscopy (ISAM) [17]. Holographic reconstruction on full-field swept-source data was at first
only demonstrated mathematically, probably due to missing experimental systems [18]. Later,
holoscopy and similar techniques showed a fully parallel acquisition combined with suitable
reconstruction techniques, allowing for depth independent sensitivity and resolution [3, 19, 20].

Since defocus is only a special image aberration, higher aberration orders were also corrected,
first for scanned [21, 22] and later for full-field data [6, 7]. Numerical correction of aberrations in
full volumes of the human retina was finally demonstrated in vivo by FF-SS-OCT [7]. To this
end, volume rates of more than 100 Hz were required to overcome the rapid movements of the
living human eye. Nerve fibers, capillaries, and single photoreceptor cells were imaged with
diffraction-limited resolution at a 7 mm pupil diameter. Contrary to traditional adaptive optics
using deformable mirrors and wavefront sensors, correction was performed numerically after the
data had been acquired. In addition to previously demonstrated numerical aberration correction
on scanned en-face OCT images of the human retina [22], the full-field technique provides entire
volumes of living human retina, from which multiple layers with diffraction limited resolution
can be extracted.
FF-SS-OCT gives complete access to the phase of light scattered from a volume of tissue.

Besides aberration and defocus correction, numerical manipulation of the detection aperture and
interferometric measurements of small changes in geometry or the refractive index of the sample
are possible. This was recently demonstrated in two publications. First, by evaluating phase data,
off-axis full-field swept-source OCT (OA-FF-SS-OCT) was used for imaging heartbeat-induced
pressure waves within the retina and even measure their velocity [4]. Previous measurements in
this area used classical retinal fundus imaging, where a subsequent segmentation of blood vessel
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walls showed their pulsation [23]. The pulse wave velocities measured with OA-FF-SS-OCT
deviated from these earlier measurements by several orders of magnitude, but were in accordance
with those values expected from theory and observed in other vessels of the human body. This
detection of pressure waves in the human retina could have important applications, since it allows
a non-invasive determination of biomechanical properties of the vascular system.
Second, full-field swept-source OCT (FF-SS-OCT) was applied to measure intrinsic optical

signals in living human retina; this was a tremendous improvement over previous measurements
with scanning systems [8]. For the first time, a significant change of the optical path length of the
outer segment was shown by analyzing the phase of the scattered light. With only a fewmicrowatts
per square millimeter white-light stimulation, the optical path through the light-sensitive part
of the photoreceptor cells changed by several 100 nm in a few hundred milliseconds. As with
the pulse-wave detection, these intrinsic optical signals can prove valuable in early diagnosis of
many retinal diseases.
These new applications are based on the absolute lateral phase stability of each frame (or

wavelength). However, even with high-speed cameras, FF-SS-OCT is vulnerable to motion
induced axial phase errors, since only the lateral information is encoded in the individual images,
and depth information is measured time-encodedly during the wavelength sweep of the tunable
light source. Therefore, axial motion causes a loss of signal and a reduction of axial resolution,
which can be corrected when known. In this paper we introduce an algorithm that uses the
simultanious acquisition of the phases at all lateral positions to estimate the motion-associated
phase error for a correction of the imaging artifacts. The motion correction algorithm was tested
with simulated data and real images of the human retina. Increase of resolution and image
quality is demonstrated. The approach thereby overcomes the limitation of FF-SS-OCT to require
extremely high frame rates needed for in vivo retina imaging.

2. Axial phase errors in parallelized FD-OCT

Motion that occurs during the acquisition of the volume causes characteristic artifacts in the
reconstructed volume, which are equivalent to group velocity dispersion (GVD) mismatch
between reference and sample arm [24]. For example, acquisition of a single depth profile with
an axial motion described by constant velocity v that moves over a depth ∆z during the entire
sweep results in the following modified cross-correlation term as a function of the time t:

I(t) ∝ cos [2k(t)z(t)] = cos
[
2
(
mk

(
z0 +

ki
∆k
∆z

)
t + mkvt2 + kiz0

)]
, (1)

where k(t) is the wavenumber sweep, z(t) = z0 + vt is the axial motion, T is the total sweep and
measurement time, ∆k is the wavenumber sweep range, mk = ∆k/T is the sweep rate, and ki
is the initial wave number. This equation demonstrates that linear motion causes a shift of the
image that is amplified by a factor ki/∆k, while the image quality, i.e., the axial resolution, is
only slightly degraded by the term mkvt2. However, if the actual motion is non-linear, the blur
in the z-direction is also amplified by the factor ki/∆k, leading to significant motion artifacts.
So far, to avoid those artifacts, high acquisition rates of 60 kHz frame rate (for 512 recorded
wavelengths) were necessary to obtain useful retina images and even at these frame rates, small
artifacts remain. These required high acquisition rates are probably the most hindering part when
it comes to adopting this technology for wide spread applications.
Since dispersion mismatch of the reference and sample arm causes phase errors similar to

those induced by motion, different well-known algorithms can be used to compensate them.
Both, dispersion and axial motion blur effects can be reverted by multiplying a correcting
spectral, i.e., k-dependent phase to the complex interference spectrum. For dispersion artifacts,
the correcting phase function is often calculated from calibration measurements. However, since
those calibration measurements have to be implemented on a specific fixed sample, e.g., a
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Fig. 1. Schematic of the algorithm used for motion correction. The first two iterations (i
= 1,2) are used for compensating global motion. Further iterations (i = 3,4,5) are used to
compensate rotational motions. After the fifth iteration the algorithm was finished.

mirror, they only detect the phase error caused by the setup and are therefore not suited for
compensating artifacts caused by sample motion. To overcome this problem other algorithms
were developed [24–26], e.g., based on short-time Fourier transforms or the optimization of image
quality. Improvements in image quality vary. Common to all previously published approaches is
their limitation to low-order phase errors, which can be represented by a limited set of coefficients.
Usually, this is sufficient for dispersion mismatch and moderate motion, but rapidly changing
motion has so far not been successfully corrected.

2.1. The phase gradient autofocus algorithm

First established for synthetic aperture radar (SAR), the phase gradient autofocus (PGA)
algorithm [1, 27, 28] estimates an arbitrary correcting phase error that is not restricted to a
few degrees of freedom, and therefore can correct even high-frequency motion. In the PGA
algorithm, the estimation of the present phase error is completely based on the phase information
contained in the data and an appropriate statistical model describing the behavior of the signal
and the noise. Thus, it is possible to correct even data with poor image quality while increasing
the signal-to-noise ratio (SNR) in the process. In the present study, we adopted the algorithm
to correct motion for FF-SS-OCT and test its efficacy and motion frequency dependency by
simulating motion in OCT data of the human retina. Furthermore, we demonstrate with real
full-field swept-source data that using this modified PGA algorithm can reduce the required
acquisition rate by a factor of three from 60 to 20 kHz frame rate, without sacrificing image
quality. At this reduced acquisition rate the entire field of view of the implemented high-speed
camera (FASTCAM SA-Z, Photron) can be read out, or a transition to less expensive cameras
becomes possible.
The PGA algorithm is based on the hypothesis that the phase error is redundant, i.e., equal

in all A-scans of the entire volume or at least in a sufficiently large part of it. This assumes
that all lateral structures move with the same axial velocity, which is reasonable considering
their simultaneous acquisition. Under this condition a single spectrum xl = {xl,n} at the lateral
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position l could be described by

xl,n = Al,neiΦl,n eiΦerror,n + ul,n, (2)

where n is the axial pixel position, Al,n describes the amplitude and Φl,n is the phase of a
dominant point scatterer, which both depend on l. The axial phase error Φerror,n is common to all
A-scans and therefore independent of l. The last term ul = {ul,n} describes uncorrelated signal
contributions and noise. The phase error is connected to the point spread function (PSF) via a
Fourier transform. Hence, we used a statistical model to estimate the common axial PSF of all
A-scans, while reducing the impact of noise and overlapping PSFs of adjacent structures. For
this, the model assumes that these two effects are uncorrelated for all lateral positions. Finally by
applying a Fourier transformation to the PSF, the phase error is obtained and motion artifacts are
then compensated by multiplying the complex interference spectrum of the image data with the
complex conjugate of the estimated phase error.

The procedure for estimating the phase error is divided into several iteratively applied steps as
shown in Fig. 1. In the first two iterations the motion induced phase error that is common for the
whole field of view is calculated and corrected. However, retina measurements are also corrupted
by locally varying motions, caused by eye rotations. The rotation causes slowly and smoothly
varying axial motion vectors at different lateral position of the field of view. However, the change
in this motion vector is smooth and thus the motion vector can be assumed to be constant within
a certain region and should only change over greater distances. Therefore, in the three additional
iterations the volume was divided into smaller sub-volumes and the phase error was calculated
for each sub-volume separately. During each iteration the size of the sub-volumes is reduced to
correct the local motion more precisely. However, the size of the sub-volumes was limited by
noise and PSF overlap, which became dominant when the number of evaluated A-scans became
too small.

The estimation of the phase error in each iteration starts with a determination of the dominant
point scatterer for each lateral position (A-scan). For this purpose, the brightest layer in the
image, carrying the largest amount of energy is selected, since its phase dominates other phase
contributions. To avoid errors caused by speckle-induced intensity variation, a continuous and
smooth layer carrying the highest amount of signal energy is segmented. In retinal imaging,
this is in general the retinal pigment epithelium (RPE), which is consequently segmented as a
first step. Since this layer is curved, and the signals from which the phase error is derived are in
different depths, the corresponding interference spectra show different modulation frequencies in
the Fourier domain. To remove this depth-dependent modulation frequency for the following
computations, we circularly shift each A-scan with the Fourier shift theorem accordingly and
place the RPE at the zero-delay-line of the volume. However, due to the layered structure of the
retina, OCT signals from other layers may be partially correlated, and these layers can bias the
estimation of the phase error in the PGA algorithm. To avoid the influence of layers adjacent to
the RPE, the newly arranged volume is next windowed in the axial dimension around the central
peak.
Thereby, a major challenge is the selection of the optimal window size, which is always a

trade-off between removing data that do not contribute to the phase error estimation and isolating
the point spread function. With regard to that, the window size is determined from an average
A-scan of the volume as the width of the presently blurred signal of the RPE. Since the blur in
each iteration decreases after correcting the phase error, the window size should be adapted in all
iterations, before determining the phase error again. Thus, in each iteration, the accuracy of the
determined phase error increases, since the influence of signals adjacent to the RPE decreases.
There are multiple approaches for actually calculating the phase error functions from the

                                                                                Vol. 8, No. 3 | 1 Mar 2017 | BIOMEDICAL OPTICS EXPRESS 1504 



windowed A-scans. The most intuitive one is a simple averaging of all spectra according to:

Φerror,n = arg
N∑
l=1

xl,n (3)

= arg
N∑
l=1

(
Al,neiΦl,n eiΦerror,n + ul,n

)
, (4)

where N is the number of lateral positions. Due to the axial shifting of the dominant scatterer
(RPE) to the zero-delay the phase of the term Al,ne

iΦl,n becomes zero for all lateral positions
l. The other signals and noise, ul,n, sum up to zero if they are uncorrelated. By this means the
phase error common in all A-scans, like the one caused by axial motion add up coherently, while
all uncorrelated phases cancel each other out. Unfortunately in most cases the phases of ul,n are
not completely uncorrelated, even after the axial spectral windowing. Therefore the phase of a
simple averaged spectra would still contain contributions of the term ul,n.

The most effective way to calculate the phase error is to our knowledge, to use the maximum
likelihood estimation (MLE). This approach also uses the statistic of the A-scans combined
with an appropriate statistical model for the signal and noise to eliminate the unwanted phase
from the resulting phase error function. Compared to Eq. (4) this approach leads to a quicker
convergence of the algorithm. It was shown, that for this model, the phase error with maximum
likelihood is approximately given by the eigenvector of the highest eigenvalue of the spectrum
covariance matrix in the frequency domain [29]. Thereby, the estimation of the covariance matrix
Ĉ is calculated by

Ĉ =
1
N

N∑
l=1

xlx
H
l , (5)

where H indicates the hermitian transpose matrix. Finally, phase of the respective eigenvector,
i.e., the most likely phase error, is then used to compensate the motion blur. A more detailed
description and the derivation of this result are found in [29].

3. Materials and methods

To test the algorithm, data are acquired using a full-field swept-source OCT system as shown in
Fig. 2. The setup, which is described in detail elsewhere [4, 30], is based on a Mach-Zehnder
interferometer. The illumination of the tunable light source (Superlum Broadsweeper BS 840,
50 nm sweep range, 841 nm central wavelength) is split into reference and sample wave, where
the sample illumination contains 5 mW radiant power. For a collimated illumination of the retina
a focus was generated in the outer focal plane of the eye using an achromatic lens. The light
backscattered from the retina is imaged onto the camera and recombined with the reference wave,
which is incident at an angle of 1.2◦ with respect to the optical axis (off-axis geometry [30]).
At an acquisition rate of 60 kHz only the central 896 × 368 pixels can be read out. During each
sweep 512 images are taken, leading to a maximum volume rate of 117 Hz at a 60 kHz frame
rate. For lower acquisition rates, the volume rate is accordingly reduced, too, but the same field
of view is used.

To investigate the precision of the implemented algorithm in detecting motion-induced phase
errors, a 3D image of a retina containing no motion artifacts is artificially blurred. The data are
taken from a young male volunteer at the highest possible frame rate of 60 kHz. At this acquisition
rate, the volume contains nearly no motion artifacts. To remove the remaining phase error, the
volume is corrected using the PGA algorithm until no phase error can be detected. Figure 2(b)
shows a B-scan of the corrected original volume. To introduce a blur numerically, an arbitrary
but known phase error is created, with random but equally distributed phases between −π and +π
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a) b)

Fig. 2. a) The setup for FF-SS-OCT imaging of the retina. The tunable laser light is split
into sample illumination (green) and reference illumination (blue). The backscattered light
(dashed red line) of the sample is superimposed with the reference illumination on the camera
sensor. b) B-Scan from a single volume with no remaining artifacts due to global motion.
The volume is recorded in 8 ms corresponding to a frame rate of 60 kHz, and afterwards
corrected using the modified PGA algorithm until no further phase error can be detected.
This image serves as reference when simulating motion artifacts.

for all spectral frames. To investigate the frequency dependency of the algorithm effectiveness,
high frequencies in the phase error function are gradually removed using a Gaussian filter. The
widths of the Gaussian filters are chosen, such that the phase broadens the axial point spread
function by a full width at half maximum (FWHM) ranging from 2078 px to 0.5 px, where the
total axial volume size is 433 px. The phase error function resulting in a PSF with a FWHM
of 2078 px contains all possible frequencies up to the Nyquist frequency and should therefore
simulate the worst-case scenario, whereas, at 0.5 px FWHM, only a linear phase shift remains,
which only leads to an axial shift of the image, but no degradation of the image quality.

To investigate the performance of the PGA algorithm with real motion artifacts, retina images
of the same young male volunteer are examined for 15 different acquisition rates ranging from 1
to 60 kHz camera frame rate. The measured volumes are corrected in five iterations. Thereby,
the first two iterations are used to compensate the global phase error in the entire volume; the
following three iterations also compensate the rotation by dividing the volume into two, eight,
and 32 sub-volumes, respectively. The corresponding minimal sub-volume size is 38 × 30 pixels
(228 µm × 180 µm).

4. Results

Introducing a random phase noise to the spectral dependence of the interference pattern eliminates
the information in the intensity image completely (Fig. 3(a)). No retinal structures are visible
with a PSF width of 2078 px, which is more than four times wider than the size of the image.
Astonishingly, even though the phase error is completely random, the modified PGA algorithm
is able to reconstruct a faint structure of the RPE. In an image degraded by a low-pass filtered
phase noise to a PSF width of 130 px, the IS/OS junction and RPE, as well as the surface of the
nerve fiber layer, become visible after motion correction, although the uncorrected images show
only speckle noise (Fig. 3(b)). With an image degradation leading to a 16 px-wide PSF, the PGA
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algorithm can completely restore the structures visible in the ground truth images (Fig. 3(c)).
To quantify the error made by the PGA algorithm, the difference between the estimated and

the actual phase error is calculated. For this, the phase error estimations of all five iterations are
summed up to give the total phase error before the phase difference is actually computed. The
phase difference functions are then unwrapped, and the linear part is removed, since it only affects
the position of the images. After this, the phase differences are weighted using a Hann window,
since the spectra have also been multiplied with a Hann window during image reconstruction. To
quantify the error made by the PGA algorithm, the absolute values of the phase differences are
averaged over the complete wavelength range. The resulting errors are shown in Fig. 4(a) for the
different widths of the PSF. Up to a PSF width of 10 px, a complete correction of the simulated
motion blur is possible. Beyond this, the residual phase error increases and the PGA algorithm
cannot restore the complete image information. For a further quantification of the resulting
image quality, the SNR of the artificially blurred volumes and that of the corrected volumes are
calculated (Fig. 4(b)). For this purpose, all A-scans of a volume are axially aligned and averaged.
For the SNR estimation, the ratio of the maximum signal at the RPE and the average signal in
the upper 100 data points, a region above the retina that contains only noise, is calculated. A
negligible systematic bias is incorporated into the calculation that prevents the calculated SNR to
fall to 0 dB. Without motion correction, the SNR drops continuously as the motion blur broadens
the PSF. Above a width of 100 px, the SNR is close to 0 dB. Motion correction is able to maintain
the SNR up to a PSF width of 10 px and even at maximum blur, a SNR of 3 dB is obtained.

The results of the compensated real motion in retinal imaging are shown in Fig. 5 for volumes
taken at frame rates of 60 kHz, 20 kHz, and 3 kHz, respectively. To improve the image quality, 50
volumes obtained in one shot are averaged incoherently using their magnitude without phases.
At all frame rates, improvement of the image quality is possible, given optimal image quality
at 60 kHz and 20 kHz frame rates. At 3 kHz, a significant improvement of the image quality is
possible, but considerable motion blur remains after correction. This is also visible in the SNR of
the images with and without motion correction (Fig. 6), which is calculated in the same way as
the SNR of the simulations is.

5. Discussion

Contrary to scanning OCT, in FF-SS-OCT the slowest process is not the lateral sampling, but the
spectral sampling. Consequently, axial motion has the largest effect on the obtained images and
results in a decrease in axial resolution and SNR. Strong motion can even make the obtained
images completely useless. Luckily, due to the coherent nature of the imaging process, loss-less
correction of motion blur is in principle possible, if the motion is known and the interference
signal is sampled correctly. However, in real imaging situations there is no direct information on
the tissue motion and the correcting phase function has to be retrieved from the recorded data.
Here, we demonstrate that the modified PGA algorithm allows in many scenarios estimating the
required phase errors.
In the simulated data, all information describing the retinal structure is still contained in the

volumes and is in principle accessible. Although the volumes disturbed by a PSF of 2078 px
and 130 px FWHM seem to contain only noise and therefore no structure to start the estimation
with, the corresponding averaged A-scans of these volumes show that there is a slight signal
maximum, which appears to provide enough information for the algorithm to compensate the
phase error resulting in the presented data. Therefore, our algorithm is capable of estimating the
phase error, even for extremely poor image quality and without increased computation time for
strong motion. . With simulated data, PGA reaches an improved SNR by up to 5 dB, even for
strongly blurred volumes. The main structures (nerve fiber layer, inner-segment outer-segment
membrane, and RPE) can still be reconstructed for a PSF of 130 px FWHM, whereas in the
completely blurred volume (PSF of 2078 px FWHM), it is only possible to reconstruct a coarse
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Fig. 3. B-Scans of the investigated volume with the simulated motion (a-c) and after the
correction (d-f). (g-i) Corresponding laterally averaged datasets before and after correction.
The simulated motion corresponding to a PSF with FWHM of (a, d, g) 2078 px, (b, e, h)
130 px, and (c, f, i) 16 px.

(a) (b)

Fig. 4. (a) The remaining averaged phase error after correction with the PGA algorithm
for different strong motion blur, broadening the axial PSF from initially 0.5 px to 2078 px
FWHM; axial size of the image is 433 px. (b) Resulting SNR for the uncorrected (blue) and
corrected images (green)
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Fig. 5. B-Scans from volumes of human retina without motion correction (a-c) and after
motion correction (d-f). (g-i) Corresponding laterally averaged datasets before and after
correction. OCT volumes are recorded at 60 kHz frame rate (a,d, g), 20 kHz frame rate (b,
e, h), and 3 kHz frame rate (c, f, i) and averaged 50 times to improve the image quality.

Fig. 6. SNR at different frame rates for the uncorrected volumes (blue) and motion corrected
volumes (green).
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structure representing the RPE.
When correcting real retinal volumes, an increase of the image quality and the SNR about

1 dB to 3 dB is achieved for all acquisition rates. Even at a 60 kHz frame rate (corresponding to
117 volumes per second), the image quality increases. Previously, we used this imaging speed
to reduce motion effects, since we assumed that motion artifacts were negligible in that case.
Surprisingly, best SNR was achieved at a frame rate of 20 kHz (39 volumes per second), because
the SNR of the OCT signal increased due to the longer integration time of the camera. For this
imaging rate, the algorithm enhanced the depth resolution and an additional layer appeared,
representing the boundary layer of the photoreceptors between the inner-segment/outer-segment
membrane (IOS) layer of the photoreceptors and the RPE. Hence, motion correction cannot only
decrease the camera frame rate, but it can even improve the image quality. Additionally, the
image quality could be improve by compensating rotations using several sub-volumes that were
corrected independently. While this approach corrects coarse local motion, artifacts such as those
created by blood flow remain. Blood flow is not a constant motion over the entire depth and the
volumes which are affected be the same phase error are too small for calculating a correcting
phase. Hence it seems very unlikely that motion blur in the vessels can be corrected this way.
However, for our purpose the approach to correct local motion was effective in increasing the
image quality in addition to the improvements by the global phase error compensation.
Nevertheless, for lower acquisition rates, both image quality and measured SNR decrease

rapidly, although the main structures of the retina remain visible. In vivo, the algorithm is less
effective compared to simulated data with equivalent blur. This has multiple reasons: first, this is
caused by lateral motion, which becomes more severe with low frame rates and is not considered
by our algorithm. Second, the lack of compensation for differential motion, e.g., caused by the
pulsation of the blood vessels in the retina. And finally, additional effects of fast and strong motion
during the acquisition, such as fringe washout and undersampling that additionally degrade
the data by an increase in noise and a loss in signal. Thus, information in the acquired data is
destroyed and therefore, the algorithm is only capable to reconstruct the image approximately.
Hence, a further reduction of the acquisition time is not possible even with a perfect numerical
correction.

However, an error remains in the simulations and for correctly sampled in vivo measurements.
The windowing step, which is necessary to minimize the influence of adjacent signals, ultimately
causes high frequencies not to be taken into account when estimating the phase error. Consequently,
the layered structure of the retina is an extremely difficult target using PGA, since significant
signals of the other layers remain in the direct neighborhood and cannot be suppressed by
windowing of a single peak. But despite these difficulties, PGA is capable to estimate the phase
error and improve image quality significantly. Furthermore, due to the layered structure of the
retina, too, different A-scans of the retina are somewhat correlated, and the statistical model used
for the phase estimation does only hold approximately.

6. Conclusion

Numerical motion correction reduces the acquisition rate in FF-SS-OCT of human retina by
a factor of three from 117 to 39 volumes per second (60 kHz to 20 kHz frame rate), without
sacrificing image quality. At this acquisition rate the entire camera sensor (1024× 1024 pixels) of
our camera can be read out and, therefore, the lateral space-bandwidth product can be increased.
Hence, either the field-of-view can be enlarged or the resolution can be improved. Thus using
motion correction gives more flexibility to the design of FF-SS-OCT setups and the choice of
the high-speed camera. In addition, by increasing the exposure, the image quality can also be
improved, getting closer to those of scanned systems.

Finally, given the strongly blurred data of the simulations or those of slowly acquired volumes,
it is remarkable how much information the PGA autofocus can reconstruct, and, as consequence,
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how much information is left in the blurred FF-SS-OCT volumes. Even without any visible axial
structures, the algorithm is able to distinguish at least the nerve fiber layer from the RPE.
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